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Abstract
We desire to make a nuanced point that we 
believe is counter-culture and unintuitive to 
many, and so our framing is intentionally 
provocative. 
• We are not saying open source is bad! 

We’ve open-sourced 200k+ lines of code and 
apart of the Apache Software Foundation. 

• We are not saying you shouldn’t open source 
your code!

• We are not arguing against the may benefits 
of OSS! 

We are saying that with respect to 
reproducible research, open code can have 
non-positive impacts. This can be 
negligible, or even negative. For this reason, 
we argue that the community should stop 
focusing so heavily on OSS, and instead 
focus on incentivizing more study on 
the question of reproducibility itself. We 
don’t have enough information to make useful 
and informed decisions for the community, 
acting quickly because it “feels right” is the 
antithesis of good science, and too many are 
ignoring the critical data that is being 
generated. 

So, what do we do?
• Several works by Hatton & Roberts had multiple 

different teams implement the same algorithms. 
The implementations agreed on only one 
significant figure! 

• Carl Taswell made distinctions between quality 
of exposition and verification of numerical 
equivalence in implementation, and pushed for 
how to better specify the algorithm so that 
implementations come out with the same results!

• Code is a false veneer of reproducibility, but lets 
you get away with replication

WE HAVE FORGOTTEN HISTORY...
• OSS can lead to scientific harm / slow progress. We take 

Word2Vec to “punch up” as an example
- We are not saying word2vec was not valuable overall, its one 

of the most successful and widely used techniques. 
• But its success is only because code was made available, and 

years of research liked burned because of it!

• Word2vec has never been reproduced. 
• Every implementation available is a port of 

the original code!
• Despite immediate and enormous interest, the discrepancy was 

not publicly documented until 2019!
• Clearly having the code does not make it easy to confirm it’s

correctness
• This means the paper is wrong
• Years of research analyzing the model the paper proports was 

misguided

CAN OPEN SOURCED CODE HARM US?

• Our hardware and it’s APIs aren’t giving us 
deterministic results!

• Our implementations across frameworks aren’t 
the same! 

• We are ‘over-fit’ to a few BLAS libraries in our 
results

• Re-running the same models on different or even 
the same compute can give us very different 
answers. The precision gets down to one 
significant figure or less! 

• Reading code is harder than writing it, we have 
no quantified evidence that OSS helps with 
reproducibility, only that it introduces new and 
different challenges

NOW WE ARE REPEATING IT

http://bollu.github.io/everything-you-know-about-word2vec-is-
wrong.html

• Far too much of reproducibility work is based 
on opinion. We are supposed to be a science, 
but quantification is rare and generally not 
being rewarded.

• Critical work that is quantifying our datasets 
and how we run our conferences, identifying 
flaws, are being rejected under the absurd: 
“The main argument for rejection is the the 
analysis done in the paper is not typical of ICLR 
research”

- If we can’t accept quantified criticism 
of our field and institutions, we are 
lost as a scientific discipline

• All major AI/ML conferences should make 
dedicated tracks to studying reproducibility

• Novelty, math, etc should not be factors. 
• Judge purely based on improvement in 

knowledge / understanding of reproducibility 
broadly, and in AI/ML specifically


